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Abstract. Coping with system verification in complex systems is a challenging task. This paper re-

ports on how the high complexity of closely integrated systems and long timelines in development 

affects the verification process in an engineering company in Norway. The literature on verification 

in development and a survey within the industry-as-laboratory method were used to research the 

practice of verification in the case company to identify where the company’s practice deviates from 

the recommended practice according to the literature. The research found that the company is taking 

shortcuts in its documented processes resulting in integration testing late in the development. The 

authors propose the use of metrics to monitor the progress of the system of interest and the project. 

In conclusion, continuously tracking and improving the work process is recommended to cope with 

the complexity of developing the company products.  

Introduction 

Integration and Verification. The authors’ previously experienced challenges inspired this re-

search. We perceived that both the pace and the complexity of the projects were increasing. Kjeldaas 

et al. (2021) researched the state of practice for finding anomalies in a company's system of interest 

(SOI). Their findings suggested that the company’s acceptance criteria for a given project were in-

sufficient to uncover emergent behaviors. Verification is the process that shows the work has been 

completed as intended (Larsen and Buede 2002). The verification process should start as early as 

possible to reduce costs and delays (Callister and Andersson 2016). Any errors found late in the 

development may lead to budget overruns and delays. Verification is the step where one establishes 

that the built system is what was ordered. Misunderstandings and ambiguities often emerge in this 

stage, which can be the result of changes requested through the development phase, or a requirement 

or function may have been misinterpreted and implemented differently than stated in the require-

ments specification. This can lead to an error that is first discovered in the verification step. There-

fore, it is important to perform verification activities throughout the whole development process. This 

research investigates the difficulties with integration and verification for complex systems.  

Case Company. The case company is one of the major technology companies in Norway and is 

hereafter referred to as the Company. The Company develops high technological systems for both 

national and international markets within multiple domains. This study has been conducted for the 

Company as they face the many challenges of continuous improvement to remain competitive. The 

trends in the market mean that the Company works on multiple projects concurrently while they 

experience shorter delivery times than previously. Today, developing a new product can take as much 
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as 8-16 years, and product improvements can take 2-3 years. The life cycle of a product can have a 

duration of many decades as products are upgraded with new technology to increase their capabilities 

during their useful life. New products are becoming increasingly complex driven by capabilities such 

as remote communication and autonomy.  

The Company has a reliable and stable work force, and the average employment time is 11 years. In 

anticipation that many of the current employees will retire in the coming years, the Company has 

begun to recruit new employees to cope with the high demand for engineers. Training new employees 

at the Company can take up to 6 months before engineers can work without continuous supervision. 

It takes up to two years before an engineer becomes productive, and it can take as many as five years 

before the engineer is efficient. 

Problem Statement. The Company projects an increase in demand for its products and needs more 

resources to deliver on its contracts. The current verification process requires much of the Company's 

resources such that they must hire more engineers and become more efficient in the development and 

delivery processes to handle this stage. Especially product verification lacks sufficient coverage due 

to the cost of testing in the real operational environment. Real-world tests are performed last, and 

systems verification cannot rely on these tests for verifying the system. The Company has developed 

Hardware-In-the-Loop (HWIL) real-time simulation test arenas to cover the operational environment 

verification (Bacic 2005, Mobley and Cole 1998). However, these test arenas only allow the company 

to test in a limited way due to limited accessibility and high cost. The Company recognizes the need 

for more system-level testing to increase the test coverage and uncover latent errors earlier. Too many 

mistakes are discovered during the late verification stages in the HWIL test arenas.  

Research. This research investigates how the Company can improve its system verification sup-

ported by a literature review to find recommendations for verification activities, followed by an in-

depth analysis of its current verification practices. The findings from the study report on “best prac-

tices” according to the literature and the state of practice in the company. A comparison of these 

findings suggests practices/changes that the Company can introduce to identify product errors during 

the verification process. Finally, the authors discuss the results and conclude with recommended ac-

tions. 

Background 

The time expended for defense product development is lengthened by the complexity and the high 

cost of testing in an actual and realistic environment. The Company uses HWIL test arenas to verify 

its systems, however, testing in this test arena is time-consuming, costly, and occasionally limited. 

This creates a need for more robust testing and verification to increase the maturity level of the prod-

ucts before the acceptance test phase. Additional challenges are introduced by ever-changing require-

ments and specifications from internal and external sources, which must be tracked and communi-

cated throughout the Company's projects.  

Observation indicates that the Company has evolved into a silo structure work style that restricts the 

teams' communication. This limits the information and knowledge flow between the different do-

mains (Melnik and Maurer 2004), which has led to different understandings of how the developing 

product should function and is exacerbated by insufficient documentation. Domain knowledge is kept 

inside the silo and is not shared well enough across domains. The engineers in a given domain are so 

familiar with their own domain knowledge that much of the information is perceived as self-evident 

(i.e., tacit knowledge). This leads to an attitude among engineers that details that they understand 

very well do not need to be documented, even though others may not have the same understanding, 

and the resulting misunderstandings often remain undetected until systems testing and verification.  

The company’s verification and acceptance testing personnel experience difficulties completing 

these activities. Testing often is started later than scheduled, the test capacity is low, and the analysis 



 

 

resources are scattered and often unavailable. The HWIL test arenas are complex and resource-de-

manding; the integration into the test arenas is time-consuming. Since most of the integration testing 

is dependent on the HWIL test arenas and the company has only a few of these HWIL test arenas, 

this reduces the time available for the testers to complete the integration and verification activities. 

After a test is run, the results must be analyzed. The testers rely on domain experts to manually 

analyze the test, but these domain experts are not always available. The consequence is that many of 

the test logs are not checked and analyzed sufficiently and the Company struggles constantly to main-

tain the verification schedule. All of these restrictions leave little time to improve the verification 

activities. The Company believes that automating the testing and analysis is one way to cope with 

this lack of time and resources.  

Research Questions. This research investigates how verification is performed in the Company and 

how current practices compare with what the literature recommends. Ideally the Company wants to 

identify product errors early in the system verification cycle. This study aims to discover how the 

Company should work to mature their development processes to deliver robust and reliable products.  

The research questions for this study are as follows: 

• RQ1: Which “best practices” for verification are reported in the literature? 

• RQ2: What does the literature suggest about changes to the current testing practice in the Com-

pany? 

• RQ3: Which changes can help the Company improve the identification of errors before ac-

ceptance testing? 

Research Methods  

The first research question is answered with a literature review. The second question used a deductive 

approach to map the state of practice. The third research question investigated the use of internal 

project metrics. A survey was conducted to gather the engineers’ perceptions. In the end, the research 

applied these findings to suggest practical improvements and recommendations for identifying prod-

uct errors before acceptance testing. 

The Industry-as-Laboratory. The research was conducted with the Company as the research labor-

atory (Potts 1993) with the expectations that problems and challenges can be detected better from 

inside the Company. A combination of theories found in the literature review and observation were 

used to map the state of practice in the Company. The research findings are essential for acting on 

the last research question to recommend further actions to aid the verification process in the company. 

The authors reviewed the Company’s process documentation, reviewed the project Systems Engi-

neering Management Plans (SEMPs), and conducted informal interviews with the engineers to con-

firm the findings. 

Systems Engineering. Systems thinking was used during the research to capture the underlying com-

plexity of the research (Arnold and Wade 2015) and to understand how the Company's work process 

is applied to the verification work. The research documented the work process using swim lane dia-

grams (Rumbaugh, Jacobson, and Booch 2005). The organization of the swim lane provides a struc-

ture to capture processes and organizational responsibility for each activity. The Company also fol-

lows a tailored version of the Vee model. The dual top-down and bottom-up approaches of the Vee 

model fit the Company's requirement development process (Sols 2014). 

Literature Review. The literature review used Google scholar and the university’s online library to 

locate the relevant literature and gain access to the papers. The relevant articles were found in the 

Wiley, Elsevier, and IEEE Xplore databases.  



 

 

The literature review used these keywords singly and in combination to search for relevant literature 

(Schlosser et al. 2006): 

verification, requirement, validation, agile, integration, knowledge, project, measurements, 

metrics, expensive, systems engineering, industry-as-laboratory. 

After initially finding some relevant papers, the authors used the snowballing (Wohlin et al. 2020) 

and citation search (Papaioannou et al. 2009) methods to find additional relevant articles. For RQ1, 

the literature search was based on the authors’ initial understanding of verification. Then RQ2 moti-

vated additional literature review to fill the newly identified gaps found during the research.  

Survey. To uncover the extent that engineers are involved with verification, engineers in a current 

development project participated in a survey. Answers were collected at two intervals over a 10-week 

period. The survey aimed to discover how the engineers work with verification and how the Compa-

ny's processes contribute to the performance of verification tasks. The 28 survey questions were 

based on the authors’ prior experience with verification activities. Questions fell into categories as 

follows: time, process, communication, workflow verification and validation, project metrics, docu-

mentation, milestones, preparations, and lessons learned. Appendix A lists the questions from the 

survey. 

The survey included engineers from the top-level systems design, systems engineers, software engi-

neers, hardware engineers, and integration engineers, with experience levels from 2 to 20+ years. 

Twenty-two engineers were asked to participate, and fourteen answered the survey. There were eight 

engineers from design and implementation and six from test and verification. Five engineers had 

more than ten years of experience, and nine had 2-10 years of experience in the Company. It was 

challenging to analyze the responses as some of them did not yield any clear patterns. Two top-level 

engineers also participated in interviews used to validate the survey results. 

Likert-Scale. The survey used a Likert-scale response (Joshi et al. 2015). This format consists of a 

series of statements where the engineer responds along a scale of provided options. The responders 

were asked to choose between agree, somewhat agree, somewhat disagree, disagree, and N/A. Each 

statement can also be supplemented with a comment if the engineers choose to clarify their answer. 

The Likert-scale was used for its ease of use; i.e., it is easy to understand, it does not force an answer, 

nor does it give a binary answer. It also allows the results to be managed with a small Python program 

that can perform all the needed analysis and generate graphs of the survey answers. Appendix B 

shows a sample of the actual analysis for one question from the survey. To analyze the survey, the 

results were characterized further as belonging to the Vee model's left vs. right side, new vs. experi-

enced engineers, and the survey’s total number of responses. The goal is to see the differences be-

tween the early and later stages of the project and how well the processes and communication are 

understood in the company.  

Results 

This section reports on results of the literature review, survey, interviews, and observations. The 

confidential nature of some of the results reduces that amount of data that can be shared from the 

surveys and interviews. 

Results From the Literature Review 

According to the literature, verification is the process of checking the correctness of an element. The 

verification can be done with different methods: inspection, analysis, similarity, demonstration, test, 

and sampling. The ISO 15288:2015 standard recommends implementing a verification process to 

systematically identify errors and verify a system under development (ISO 2015). According to the 

ISO standard, properly executed verification activities reduce costs, schedule overruns, and risks. A 



 

 

critical part of verification activities is the preparation stage during which the project's scope, feasi-

bility and limits are identified, and the project's verification strategy is defined. Table 1 summarizes 

the important factors for performing integration and verification. 

Table 1: Literature Review Findings 

Topics Summary Supporting Literature 

Early verifi-

cation 

Early verification can remove defects 

early and thus reduce the risk and cost of 

development. 

(INCOSE 2015), (Callister and Anders-

son 2016), (Tranøy and Muller 2014), 

(Muller 2007), (Bjarnason et al. 2014), 

(Gilb and Brodie 2005) 

Require-

ments 

The realization of systems requires fea-

sible requirements. Verification be-

comes unreliable without correct, com-

plete and consistent requirements.  

(Bahill and Henderson 2005), (Tranøy 

and Muller 2014), (Bjarnason et al. 

2014), (Cao and Ramesh 2008), (Fergu-

son and Lami 2006) 

Agile  

approach 

Agile embraces continuous change and 

focuses on delivery of value to the cus-

tomer while coping with changes. Test-

driven development (TDD) is one of the 

approaches suggested. 

(Aggarwal and Singhal 2019), (Dove, 

Schindel, and Garlington 2018), (Dove 

and Labarge 2014), (Asan and Bilgen 

2013), (Jain, Sharma, and Ahuja 2018)  

Configura-

tion man-

agement 

Complex systems with long life cycles 

will experience changes. Managing the 

changes requires adequate management 

of all configurations of a system during 

its lifecycle. 

(Whyte, Stasis, and Lindkvist 2016), 

(Efe and Demirors 2019), (Meyer et al. 

2013), (Ali and Kidd 2014) , (Ali and 

Kidd 2013) 

Traceability Traceability is required to trace root 

cause errors, performance deficiencies, 

sufficient functionality, and the source of 

changes.  

(Mohan et al. 2008), (Königs et al. 

2012), (Escalona, et al. 2022), (Tufail et 

al. 2017), (Mäder and Egyed 2015) 

Testing and 

Integration 

Cooperation between design and integra-

tion engineers early in the development 

process is important to effectively re-

move errors and achieve successful inte-

gration.  

(Whittaker 2000), (Balci 1994), (Barmi, 

Ebrahimi, and Feldt 2011), (Hirshorn, 

Voss, and Bromley 2017) 

Early Verification. The ISO 15288:2015 standard (ISO 2015) recommends that verification begins 

early to reduce the cost, risk, and schedule deviations.  The preparation for integration, verification, 

and validation can identify errors in the system even before it is built. Errors in the system's design 

should be removed as early as possible as errors introduced in the design will not necessarily be found 

during integration and testing (Gilb and Brodie 2005). Using quality control and inspections methods 

to remove errors are an efficient approach to remove the errors early in the development (Ackerman, 

Buchwald, and Lewski 1989).  

MoE, MoP, and TPM. According to the INCOSE Systems Engineering Handbook, measurements 

should provide helpful information for a project (INCOSE 2015). Measures are intended to provide 

objective information throughout the project useful to identify and correct errors. The use of metrics 



 

 

can aid in verifying and assessing the effectiveness of a project (Tetlay and John 2010). The meas-

urements should contribute to sound project decisions while tracking the project's objectives (Griffin 

and Page 1996). 

INCOSE recommends the use of three metrics as follows: measures of effectiveness (MoE), measures 

of performance (MoP), and technical performance measures (TPM). The MoE shall measure the 

overall operational criteria for success. The MoP shall derive from the MoE and measure the capa-

bilities needed to achieve the operational objectives. TPM shall be representative measures that show 

if an element/system satisfies its requirements. The measures should provide correct feedback to 

project management as they manage resources to achieve success (Griffin and Page 1996).  

According to Raman and Jeppu (2019), the use of MoE and MoP can help detect and predict emergent 

behavior in the system under development. Emergent behavior is a significant issue in complex sys-

tems. The Company recognizes the need for effective practices to identify unintended emergent be-

havior in its engineered complex systems (Kjeldaas, Haugen, and Syverud 2021). MoE and MoP 

have been proven successful to detect emergent behavior elsewhere (Raman and Jeppu 2019). 

Requirements. To conduct a satisfying systems verification, one needs a proper set of requirements. 

Incomplete or incorrect requirements will affect the entire development and its verification. Checking 

that the erroneous requirements or/and designs have been correctly implemented does not identify 

the errors (Gilb and Brodie 2005). Without an effective requirements development procedure, the 

system cannot be reliably verified or validated (Bahill and Henderson 2005). Changes to the specifi-

cations can lead to delays and cost overruns during the development, especially if the change is in-

troduced late. A proper analysis early in the development often can reduce the cost and delays 

(Tranøy and Muller 2014). At the same time, changes during large and complex development are 

inevitable.  

Configuration Management. For complex systems, changes are inevitable during their life cycle. 

Managing changes is especially important and more complicated as multiple variants and versions 

of a given system are created. Keeping control of changes and discovering the effect of changes are 

the goal of configuration management. A proper configuration management solution is essential for 

managing the development (Efe and Demirors 2019) and ensuring that the correct system is verified.  

Testing and Integration. Utilizing systems integration resources early in the development can im-

prove the system's design, reduce the risks and result in a more robust integration. By starting the 

integration early, the requirements and concept of operations (CONOPS) can be validated, the ap-

propriate measures of mission and systems performance can be established, and the interfaces can be 

identified for the necessary functionality (Montgomery 2013). The goal of the systems integrator is 

to enhance the communications between integrated elements and find errors in the negotiated solu-

tions. Testers cannot expect to see every error in complex systems where the probability spaces can 

be too large to anticipate and evaluate every outcome. The systems integrator must apply suitable 

test methods and techniques to achieve the best possible test coverage (Ehmer and Khan 2012). As 

described by Gilb and Brodie (2005), specification quality control cannot remove all errors but has 

the potential to reduce them to an acceptable level, thereby reducing the error handling needed later 

in the development cycle and reducing the development cost. 

Developing complex systems requires a considerable number of testing activities, and the need for 

running many tests repeatedly has led companies to automate these tasks. Automated testing is ex-

pected to cover more testing than manual tests can achieve. Still, the literature suggests that planning 

for what and when testing should be automated is often not given enough focus (Garousi and Mäntylä 

2016).  



 

 

Results From Investigating the Work Process 

From investigating the Company’s work process, the authors created a swim lane diagram to capture 

how the Company conducts product development, as shown in Figure 1. This diagram proved to be 

very useful to further analyze the different steps and their interdependencies. 

 

Figure 1: Workflow in the Company 

The top-level design collects the customer's needs and establishes the concept and requirements, 

which contribute to the system acceptance verification plan. The work is delivered to the next do-

main, e.g., for the system design, a systems architecture is provided for the software/hardware design. 

Each domain interprets the delivered work to check if the work is possible to implement, or a change 

request is needed. Once satisfied, the domain engineers can begin their work. The goal of the inter-

pretation is to share the knowledge between all the engineers in the project. 

Engineers responsible for integration and test may need to generate change requests based on any 

errors found. If all the work is done perfectly from the start, there would not be a need for additional 

change requests. In Figure 1, the unwanted feedback is marked as lilac and orange and they represent 

late feedback that may lead to significant changes to the system. The lilac feedback comes from the 

‘request change 5,’ which is feedback to ‘interpret system architecture.’ These misunderstandings in 

the design often lead to incorrect implementation, or implementation that is not capable of handling 

the required complexity. Acceptance testing is the final phase of testing before the system is com-

pleted in development and delivered to a customer. Errors should have been found before this stage. 

The orange feedback comes from ‘request change 6’ and change requests here are highly undesirable 

and could delay an entire project.  

The red arrows represent unwanted shortcuts, e.g., when implementation is done before the system's 

design is completed or testing is skipped, i.e., the correct order according to the work process is not 

followed.  

The blue line is the situation where integration testing and subsystem verification are skipped. Along 

this path, few tests are performed for subsystem verification, and the result is that all integration and 

verification testing is performed at the end in the HWIL or SWIL. 

The following undesirable practices were discovered while generating the swim lane diagram.  



 

 

• A verification plan focused primarily on acceptance testing, and the overall plan for integrated 

verification testing is not written consistently. 

• In design and implementation, shortcuts are taken and steps skipped in the development pro-

cess.  

• The late verification of the system gives late feedback and little time to correct any errors. 

• The integration and test process lacks coverage and is sometimes not performed between unit 

testing of the component before complete systems testing. Systems-level testing lacks auto-

mated testing and analysis to support consistent regression testing. 

• Formal integration testing is not monitored consistently.  

Process Shortcuts. The researchers observed in the company that there exist shortcuts that skip some 

steps in the development process. Due to time constraints and resource constraints, steps in the de-

velopment plan are cut to fast-track the process. The plan is to complete the missing activities later 

in the process, e.g., either a step in the design phase or the verification phase is postponed. The most 

noticeable effect of missing a step in the process is that any undetected error is caught much later in 

the development and not found until the last step in the verification phase, viz. acceptance testing. 

Acceptance testing is done on a full system testing arena (HWIL), to confirm that the top-level re-

quirements are met and satisfy the customer based on analysis that is performed manually by spe-

cialist engineers. It is not a testing arena where the system can be robustly tested in a short timeframe, 

nor is it suitable for regression testing. Testing that requires mass or regression testing should have 

been done in another test arena much earlier in the process.  

The HWIL arenas are the test arenas that provide results with the highest confidence level of all the 

test arenas used to verify the system. But due to the manual steps involved in set-up, it is also the 

slowest and most costly test arena. The most worrying discovery is that occasionally software com-

ponents or subsystems can be sent directly from implementation to the HWIL test arena. This intro-

duces errors that should be caught earlier. The outcome is that acceptance testing resources are inef-

ficiently used to uncover uncomplicated mistakes in the system leaving the acceptance testing engi-

neers with less time to complete the verification they were intended to conduct.  

Late Verification Feedback. The second observation is a consequence of the first observation. The 

late testing leads to late feedback on potentially significant errors. This gives the project less time to 

fix the errors. Design errors lead to rework and retesting throughout the whole system. This also 

means that the software and hardware engineers must take part in the rework, resulting in delayed 

work on concurrently active projects.  

The lack of focus on systems integration creates a void between unit testing and acceptance testing 

as a result of minimum communication between system design and test engineers. The lack of focus 

on integration on both sides has led the Company to conduct insufficient integration testing. The 

integration and acceptance testing are done in the HWIL and SWIL test arenas, illustrated in Figure 

2. Due to the lack of focus on integration, the company has not maintained the integration test arenas. 

The company has only the SWIL test arena capable of regression testing, but that is not performed 

system-wide. This means the company gets little feedback, and the feedback is available late.  

Lack of Verification Arenas. The third observation is the lack of verification arenas, which slows 

the verification process and creates a situation akin to big bang integration. Software components can 

be integrated at the HWIL level. Hardware is often tested in more specialized arenas, not shown on 

the Figure 2, without the full software. The first time Hardware and Software are tested together is 

in one of the HWIL verification arenas. The lack of test arenas where tests can be automatically run 

makes the verification process slow and resource intensive. Unfortunately, the Company has reduced 

the number of test arenas, specifically those used to test subsystems. Today the HWIL arena is the 



 

 

 

Figure 2: Test Arenas 

most convenient test arena to test the system due to the extra work needed to update the SWIL test 

arena, e.g., the making of components (COMP) that simulate the absent hardware, ref. Figure 2. 

There are two HWIL test arenas, the HWILo and HWILc. HWILc is a closed-loop test arena where 

the sensor data is simulated. HWILo is an open-loop test arena where input data are replays of pre-

viously recorded data. The HWILo is most used in the early testing, whereas the HWILc is mostly 

used in the later testing. 

Missing Focus on Integration Testing. As discussed, the Company performs little integration test-

ing, with testing performed either in the domains at the lower levels or complete system testing at the 

top level in the HWIL and SWIL test arenas. With little focus on systems integration, there are few 

requests for integration testing, generating less demand for integration test arenas, and consequen-

tially lack of early feedback for systems analysis.  

Findings From the Survey 

Missing Regression Testing at the System Level. Due to the workload of integration and testing, 

regression testing is skipped too often. Only the most necessary tests are run before delivery and 

formal regression work was lacking. In addition, the need for expert involvement in the analysis 

means much of the test data results remain unchecked.  

Insufficient Analysis. In addition to the lack of test arenas and regression testing, much of the anal-

ysis is done manually, and the necessary domain experts may be unavailable. According to test en-

gineers in the company, this is the most significant bottleneck in the Company’s verification work. 

Many tests can be run, but too few of the results are analyzed. Most of the data is only analyzed if 

the test engineers detect a noticeable anomaly and request analysis by the domain expert. Little of 

the analysis is done automatically, but the Company has started to create automated analyses to speed 

up the verification process. The effort is not coordinated or communicated well between all domains. 

Some domains have already introduced tools to help with automating the verification, while other 

domains are unable to benefit from their experience. Variations also exist between projects where 

some have already begun to implement new automation solutions while others have not.  



 

 

The Usefulness of Documentation. From the survey, many of the engineers disagreed with the use-

fulness of the available documentation. The majority found the documentation helpful, i.e., ten to 

four. However, experienced engineers and test engineers disagree. Experienced engineers say that 

documentation does not contain the needed information or is too often outdated, with no apparent 

indication if the information is up to date. Experienced engineers identified outdated information as 

a major problem that leads to uncertainty regarding the validity of the information found.  

The researchers observed that there is a difference between formal documentation and informal doc-

umentation. Formal documentation is stored in a storage area according to the Company documen-

tation procedures, but informal documentation varies between teams. Important information stored 

informally is difficult to locate by engineers from other teams.  

Schedule. The schedule between the domains is difficult to manage. Engineers agree that their input 

is considered when the initial schedule is created. Many engineers disagree that enough time is allo-

cated for verification and that the allocated time too often is reduced due to earlier delays. The biggest 

problem with the schedule is getting the right people allocated to the right time. Internally, do-

main/team allocation does not seem to be a problem. It becomes problematic when people from dif-

ferent domains/groups need to be allocated simultaneously. The test and verification and experienced 

engineers feel strongly that the verification does not permit enough time to accomplish verification. 

At the same time, design and implementation and new employees are more divided on the topic.  

Measurements and Monitoring. All except two new employees working with design and imple-

mentation say that the Company does not use modern error detection techniques at either the integra-

tion or verification level. Experts often do the analysis and prioritize requirements verification, which 

means functional testing and other measurements remain unchecked by the experts. The analysis is 

often retained by the expert and unavailable to other engineers. Monitoring is done manually by 

project teams. The use of monitoring is common in technical domains but lacking in the system 

domain in both design and verification. Without these metrics, keeping track of the system progress 

and the system's performance and effectiveness is difficult. The company is not utilizing modern 

measurement techniques system-wide, i.e., MoE, MoP, and systems maturity levels.  

Process Improvement. According to the engineers, previous lessons learned are mostly ignored 

when new projects are started. Lessons learned are only considered by individuals in the company 

and are only viewed by the top level of the projects. At team levels, it is not considered except for 

the hardware domain.  

Systems testing and verification vary between sub-systems. Safety and security systems and require-

ments are mandated to be evaluated rigorously. Nothing is left to chance, and everything must be 

evaluated. In other systems/sub-systems, the testing is left to the system/sub-system owner itself. 

Here, responsible engineers can use their judgment to create the needed verification plan.  

Team Structure. The Company’s team is structured around the domains of the company. Each team 

manages the domain work in their team for all products/parts. The work task starts with the top-level 

design in breaking down the system into sub-components/deliveries. When the work is done at the 

top level, the result is sent down to system design and then to software and/or hardware. This work 

structure does not give the engineers ownership of their work. The work tasks are just received, 

worked on, and sent to the next stage. The team structure serves to amplify the silo structure in the 

company.  

It is also seen that different domains use different work methods and tools. This has led an investment 

in multiple tools that provide the same capabilities. Maintenance and training create unnecessary 

costs and redundant work for the Company.  



 

 

Configuration Management. With constant iterations, changes happen often. All the components 

of a given system must be available in the verification arena. Insufficient awareness of change re-

quests can result in the incorrect configuration of the test arena. Keeping control over the correct 

configuration and keeping track of new configurations is difficult, especially with poor communica-

tion between the domains. 

Changes are a significant challenge in development, especially for system design, integration, and 

verification. Here configuration management consists of manual work that must track the configura-

tion across the domains. The different tools used in the domains do not always communicate with 

each other, which creates extra work for configuration management. The systems design is created 

in MagicDraw, where each diagram must be manually checked for changes. The tool does not give 

the users any indication of where the change is made, only that changes have been made.  

Discussion 

This section discusses the findings from the research as they address the research questions. 

RQ1: Which “best practices” for verification are reported in the literature? 

Both ISO and the INCOSE recommend a set of processes that should be tailored to fit a company’s 

unique environment. The literature suggests that verification should start early, defining expectations 

and processes to measure the expectations for the system of interest. Verification should not just be 

thought of as testing and checking the built system. The literature indicates that early design errors 

are not necessarily caught in the testing and system verification (Gilb and Brodie 2005). This shows 

the need for consistent specifications and writing verification tests alongside requirements as a 

method for finding errors early in the process. As the size and complexity increase, the need for 

formality increases, and the Company has not enforced this disciplined practice.  

Configuration management is an industry standard, but accommodating a complex system is difficult. 

The different domains in the Company are working with different tools with different version control 

solutions and this situation leads to poor coordination, which make upgrading legacy systems diffi-

cult. 

Adaptability has become a focus for modern companies. The agile work methodology embraces 

changes and allows companies to work more flexibly and adapt to changes. Testing and verification 

should show evidence of the correct practices through the systematic use of methods and tools. The 

Company has started to transition to a more agile workflow, but these changes take time, and the lack 

of monitoring in the project does not provide any indication of how well the agile work method 

supports a given project. Without this feedback, it becomes difficult to monitor the company's pro-

gress. 

The Company has tailored a process according to the ISO 15288:2015 standard that defines a set of 

recommended processes (INCOSE 2015). While the Company follows many of the recommended 

development processes, systems analysis is the most noticeable deviation; i.e., the Company focuses 

on the analysis of the requirements and not the SOI itself. The ISO standard focuses more on the 

overall system throughout the life cycle and the control process and suggests the use of measurement 

parameters. 

The authors did not uncover papers describing the experiences from the industry during the literature 

review. Most papers only describe a theoretical approach, and as seen in the Company, there are too 

often multiple reasons for a decision, and a theoretical approach rarely accounts for the enterprise 

aspects.  

RQ2: What does the literature suggest about changes to the current testing practice in the Company? 



 

 

The Company's formal process does contain all the recommended steps in a verification process. 

However, as discovered in the research, deficiencies in the execution give the Company challenges 

during verification. Shortcuts in the development create extra work for the engineers. Removing the 

shortcuts would solve at least some of the problems.  

To solve its issue with late feedback, the Company must facilitate integration and subsystem testing 

to have test arenas available earlier to support the recommended integration and subsystem verifica-

tion. While the existing test arenas work well in verifying the products, the Company is now in a 

situation where much integration and verification are done in the HWIL test arena. The downside is 

the slow testing and the high need for test and analysis resources during the testing in this arena. The 

HWIL test arena is not an environment where regression testing can be done due to the high setup 

cost and test resources needed. The SWIL test arena could be used to cover much of the required 

regression testing, but it is not being utilized for regression testing for systems verification. Utilizing 

the SWIL test arena could cover much of the need for regression testing, but that would need the 

Company to invest in creating test cases and corresponding analysis criteria. The Company would 

need to develop a new test strategy to best cover the system and an analysis strategy that could verify 

all the tests.  

Communication has been identified to be an issue for the company. Gullhav and Haskins (2020) 

showed that sharing the information between the system designers and hardware is a challenge, and 

the silo structure makes communication even more difficult. Many of the same issues have been 

found when sharing the information between the system designers and test engineers. The workflow 

does not support communication and this has led to a lack of integration testing, leading to late feed-

back. The Company should improve its process to encourage the engineers to share more of the 

information contained in their respective domains.  

RQ3: Which changes can help the company improve the identification of errors before acceptance 

testing? 

The Company can improve the execution of the development processes and is aware that the estab-

lished formal processes are not always followed. Resources and tight schedules are usually the rea-

sons given for not following a process. The lack of feedback from testing and integration has left the 

projects in a position where it is difficult to uncover errors, making it challenging to verify the sys-

tem's design. This is exacerbated by the manual analysis of tests and feedback that is not visible to 

the whole development team. The analysis of tests and the product's performance should be more 

visible, and regression testing should be done at the integration and system levels.  

The Company has started to implement metrics to monitor the project's progress and has recently 

changed its ‘issue and project’ tracking system, so the metrics are not yet useful for the projects. The 

use of project progress metrics could help the company focus on the correct work tasks in the project 

and improve scheduling. The Company can improve its process by adopting the use of measurements 

such as MoE, MoP, and TPM. Implementing these measurements correctly could be used to share 

knowledge and information with the whole project, thus increasing communication between the en-

gineering domains. Using measurements would also make all the Company's data more visible to all 

the engineers and management. Today data is stored away in the Company's servers, and large quan-

tities of data are collected but are not being accessed or analyzed. These datasets contain potentially 

helpful information that today is not relevant for most engineers due to the domain knowledge re-

quired to investigate the raw data manually. Engineers could understand the information by utilizing 

aggregated measurements such as MoE, MoP, and TPM. A goal for the Company should be to share 

information about the SOI using the stored data since communication is a significant challenge. The 

selection of metrics should be created with the intention of improving the communication and engag-

ing the engineers by using measurements. 



 

 

Further, using metrics can remove the communication barriers between the siloed domains in the 

Company’s system development process. By creating a shared set of goals, the different domains 

will all have a collective understanding of the system's purpose. The metrics can help engineers focus 

on the most important aspects of the system and prevent them from drifting in other directions and 

not supporting the customer objectives. 

There was no evidence that product metrics are used in the integration and verification to measure 

effectiveness or performance. The Company should investigate how metrics can aid in the verifica-

tion. Adopting modern and new tools is complicated since currently the Company uses customized 

tools and solutions in its project development environments. Many of the Company's tools were se-

lected in the late 1990s as many of the mainstream tools popular today were not on the market. New 

tools and solutions on the market no longer interface with the legacy tools and cannot be adopted 

without additional expensive customized modifications. More often, investing in new tools would 

make it easier to use updated features that can aid the company. The current tools also make the 

training of new employees more complex, where using the modern mainstream tools would reduce 

the training time.  

Utilizing Measurements in the Development. There are different ways measures could be applied 

to a project. The measurements could be applied to the process or the product. The solution presented 

in this paper focuses on the product's performance measurements. The Company could start using 

MoE at the top level of design which should be measured at the systems verification level. This would 

give an expectation and information about the system that will aid in the development and provide 

valuable feedback to the top level of the design. From the MoE, the MoP could be extracted and used 

in the systems architecture and design, which would set the expectations for the design, and the 

measurement would be the feedback to the designers. TPM would be the measurements for the tech-

nical domains. Figure 3 illustrates the areas of concern using a Vee model. Areas in black are the 

areas where the Company has relatively good control; the red area is where the company lacks cov-

erage; and the orange areas are affected or being affected by the integration process (red area). The 

use of metrics could aid in bridging the gap between the system design and integration, both to set 

the expectation and describe the performance of the product and as feedback from the test analysis. 

Conclusion 

The researchers have identified four practices for verification within the Company that are in conflict 

with the literature recommendations: 

• Insufficient verification activity is scheduled in the verification plan. 

• Insufficient testing to cover the whole system, especially integration and regression testing. 

• Insufficient analysis of test results and measurements of technical performance. 

• Insufficient monitoring or measures for the overall product or project progress. 

The lack of requested tests has meant the test engineers focus solely on the top-level verification. The 

integration and verification are scheduled in the same test arenas (HWIL and SWIL). This has led to 

late feedback and little time for sub-system testing. The Company needs to enforce its formal process 

and reinstate integration testing activities. 

The lack of testing comes from the lack of requested tests and the lack of available test arenas, espe-

cially those suited for regression testing the system. With minimized test coverage, the system is not 

as well tested as it should be. The test coverage needs to increase to deliver a mature and robust 

system. First, more tests must be requested, then the tests must be able to be run in available test 

arenas and then effectively analyzed. 

The lack of analysis and measurements can be improved in the company. Utilizing the data collected 



 

 

 

Figure 3: Problem Areas of Verification 

and sharing information across the domains should become a priority for the Company. Defining the 

correct measurements will be a tricky task that would require multiple iterations, as the measurements 

must cover the objectives of the system of interest. The measures must generate information so the 

engineers obtain the same insight into the system's objectives. Good measurements would give a 

project an effective rationale to justify and defend its decisions.  

Without any monitoring or measurements, it is difficult to track the progress and objective of the 

project. The useful information that can be gathered by monitoring and measures should be used to 

share knowledge, information, and objectives between the domains in the company.  

The authors recognize that the survey could have been more process-focused and would have been 

applicable to most of the engineers which would have given a more extensive dataset and provided 

additional insights for this research. 

Future work 

For future work, the Company should focus more on how the system design engineers cooperate with 

other domains, especially integration. The Company should investigate how they can increase the 

engagement of the engineers between all the domains to see if that can improve the Company’s ef-

fectiveness and efficiency, e.g., how can MBSE be utilized to engage the whole Vee in the develop-

ment? Regarding analysis, the Company should investigate how the work of writing system tests and 

analysis can be done consistently and effectively. The analysis should be automated for regression 

testing on the integration and system levels. With the system's complexity, not every test can be 

automatically tested and analyzed. There is a need for further research in the Company to find a 

solution that can satisfy the Company’s total needs. 

Future continuing studies could involve creating a process to follow for any industry to measure the 

maturity level of verification. Further, extended research could share actual measures to help readers 

understand how the company fares against "best practices". 
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Appendix A 

Table 2: Survey Questions 

1 The project schedule allocates enough time for development work to be accomplished. 

2 The project schedule allocates enough time for verification work to be accomplished. 

3 The project follows the guidelines from the Systems Engineering Management Plan 

(SEMP)/Company process. 

4 The SEMP/Company process guidelines are helpful to completing my work tasks. 

5 Communication between the disciplines supporting a project is effective. 

6 The development process/plan addresses interface management (internal and external). 

7 The development process/plan is built on inputs from the persons responsible for the work 

tasks. 

8 It is easy for me to report when I find issues in the project schedule. 

9 Project managers ensure that resources from other disciplines are available when needed. 

10 Requirements/designs/solutions are validated to ensure that they can be implemented and 

verified before work products are developed.  

11 The existing requirement documentation is sufficient for completing my work.  

12 Independent reviewers verify individual work products.  

13 The verification templates/plan are completed shortly after the requirements are validated. 

14 The verification template is useful in the verification/implementation work. 

15 The project monitors the amount of change requested for documentation. 

16 The project monitors the success (and failure) rate of testing activities.  

17 The project uses modern error detection sampling methods to schedule testing.  

18 I usually can find the documentation that I need to complete my work tasks.  

19 I usually find what I need in the documentation. 

20 I use documentation to understand how a system/component works. 

21 It is easy for me to report when I find errors in documentation. 

22 Project reviews are an opportunity to find hidden errors.  

23 The project encourages periodic internal peer reviews of work products (e.g., code, docu-

mentation, etc.).  

24 Sufficient time is allocated to prepare the verification plan.  

25 Sufficient time is allocated to execute the verification plan. 



 

 

26 Verification requirements are updated as changes are made in the project documentation. 

27 We use prior lessons learned when planning new projects.  

28 We use prior lessons learned to understand the criteria for successful projects.  

Appendix B 

 

Figure 4: Sample Survey Questions with Graphical Summary of the Responses Along the Likert-

Scale and Categorized by Engineer Background and Employment Experience. 

Despite the perception that insufficient time is allocated for verification, the actual issue is the avail-

ability and allocation of resources, both test arenas and expert engineers to analyze the test results. 

The time allocated for verification is often enough. 


