
Modeling and Analysis: System Model
-

quantified mid office server example

th = 0.02 ms

tm = 2 ms

na = 1000

Load(h) = 1000 * 2[ms] - 1000* h * 1.98[ms]

Load(h) = 2000 - 1980* h [ms]

2

1

10.5

hit rate

lo
a

d
 i
n

s
e

c
o

n
d

s
utilizable capacity

working range

to be measured

hit rate also!

Hit rate of well designed 

system is ample within 

working range (e.g. 95%)

0
th
 order formula is valid:

Load = 0.12 * na [ms] 

Hit rate is context dependent. 

Life cycle changes or peak 

loads may degrade hit rate.

Gerrit Muller
University of South-Eastern Norway-NISE

Hasbergsvei 36 P.O. Box 235, NO-3603 Kongsberg Norway

gaudisite@gmail.com

Abstract

This presentation uses a web shop service as example system to construct a system
model. The caching of pictures of the products in the shop is modeled to analyze
performance, robustness, scalability and reliability of the system.
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1 Introduction
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Figure 1: Overview of the content of this paper

Figure 1 shows an overview of this paper. We will discuss what to model of
the system of interest, see also Figure 2. We will provide a stepwise approach to
system modeling, based on the relations between Non Functional Requirements
(NFR), system design properties and critical technologies. Several examples will
be shown using the web shop case.
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Figure 2: What to Model in System Context?

In our modeling we will focus on the NFR’s, such as performance, reliability,
availability, scalability, or maintainability. We assume that the functional require-
ments and system decomposition are being created in the system architecting and
design activity. In practice many NFR’s emerge, due to lack of time and attention.
We recommend to reduce the risks by modeling and analysis of relevant NFR’s
where some higher risk is perceived. Figure 2 shows that the external visible
system characteristics depend on the design of system properties, such as resource
utilization, load, latency, throughput, quality, accuracy, or sensitivity for changes
or varying inputs. Note that these properties also often emerge, due to lack of time
or attention. Not only the design of these properties determine the external visible
system characteristics, but also the chosen technologies has a big impact. Therefor
we also have to look at critical technologies, for example caching, load balancing,
firewalls, virtual networks, or XML for customization and configuration.

Gerrit Muller
Modeling and Analysis: System Model
September 9, 2018 version: 0.4

University of South-Eastern Norway-NISE

page: 1



2 Stepwise approach to system modeling

We recommend an approach where first the system is explored: what is relevant,
what is critical? Then the most critical issues are modeled. Figure 3 shows a
stepwise approach to model a system.

1. determine relevant Non Functional Requirements 

(NFR's)

2. determine relevant system design properties

3. determine critical technologies

4. relate NFR's to properties to critical technologies

5. rank the relations in relevancy and criticality

6. model relations with a high score

Figure 3: Approach to System Modeling

1. Determine relevant Non Functional Requirements (NFR’s) where the relevance
is often determined by the context: the usage context or the life cycle context.

2. Determine relevant system design properties by looking either at the NFR’s
or at the design itself: what are the biggest design concerns?

3. Determine critical technologies criticality can have many reasons, such as working
close to the working range limit, new components, complex functions with
unknown characteristics, sensitivity for changes or environmental condi-
tions, et cetera.

4. relate NFR’s to properties to critical technologies by making a graph of relations.
Such a graph often has many-to-many relations.

5. Rank the relations in relevancy and criticality to find potential modeling candi-
dates.

6. Model relations with a high ranking score a time-boxed activity to build up
system understanding.

Note that this system modeling approach fits in the broader approach of modeling
and analysis. The broader approach is discussed in Modeling and Analysis: Reasoning.
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Figure 4: Web Shop: NFR’s, Properties and Critical Technologies

3 Example system modeling of web shop

Figure 4 shows the results of step 1, 2, and 3 of the approach.

1. Determine relevant Non Functional Requirements (NFR’s) For the web shop
the following requirements are crucial: performance browsing, initial cost,
running costs, reliability/availability, scalability order rate, maintainability
(effort to enter product changes and effort to enter staff changes) and security.

2. Determine relevant system design properties based on experience and NFR’s
the following properties were identified as relevant: resource utilization (server
load, server capacity, memory load, and memory capacity), response latency,
redundancy, order throughput, product data quality, product definition flow,
staff definition flow, security design (which can be refined further in compar-
timentalization, authentication, and encryption). Note that we mention here
design issues such as product definition flow and staff definition flow, which
have an direct equivalent in the usage context captured in some of the customer’s
processes.

3. Determine critical technologies Based on experience and risk assessment the
following technologies pop up as potentially being critical: caching, load
balancing, pipelining, virtual memory, memory management, data base trans-
actions, XML for customization and configuration, firewalls, and virtual
networks.

Figure 5 shows for a small subset of the identified requirements, properties and
technologies the relations. The performance of browsing is related to the resource
management design and the concurrency design to meet the response latency. The
resource management design relates to several resource specific technologies from
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Figure 5: 4. Determine Relations

caching to memory management. The cost requirements also relate to the resource
utilization and to the cost of redundancy measures. The dimensioning of the system
depends also on the design of the order throughput. Crucial technology for the
order throughput is the data base transaction mechanism and the related perfor-
mance.
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Figure 6: 5. Rank Relations

Ranking, Figure 6 will be discussed in the Modeling and Analysis: Reasoning
paper. For this example we will mostly focus on the relations shown in Figure 5.

Figure 7 shows the picture cache as a specific example of the use of caching
technology. The purpose of picture cache is to realize the required performance of
product browsing at the client layer. At the web server layer and at the data base
layer the picture cache should realize a limited server load of the product exhibition
function.
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Figure 7: Purpose of Picture Cache Model in Web Shop Context

zero order web server load model

Load = na* ta

na =  total requests

ta = cost per request

Figure 8: Zero Order Load Model

The most simple model we can make for the server load as function of the
number of requests is shown in Figure 8. This is a so called zero order model,
where only the direct parameters are included in the model. It is based on the very
simple assumption that the load is proportional with the number of requests.

When we introduce a cache based design, then the server load depends on the
effectiveness of the cache. Requests that can be served from the cache will have a
much smaller server load than requests that have to be fetched from the data base.
Figure 9 shows a simple first order formula, where the contributions of requests
from cache are separated of the requests that need data base access. We introduce
an additional parameter h, the hit-rate of the cache. This helps us to create a simple
formula where the server load is expressed as a function of the hit-rate.

The simple mathematical formula starts to make sense when we instantiate
the formula with actual values. An example of such an instantiation is given in
Figure 10. In this example we use values for request handling of th = 20µs and
tm = 2ms. For the number of requests we have used na = 1000, based on
the assumption that we are serving the product exhibition function with millions
of customers browsing our extensive catalogue. The figure shows the server load
as function of the hit-rate. If the available server capacity is known, then we can
deduce the minimal required hit-rate to stay within the server capacity. The allowed
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first order web server load model

Load = na,h*th + na,m*tm 

na,m= accesses with cache miss

na,h = accesses with cache hit

th = cost of cache hit

tm = cost of cache miss

na,h = na * h

na = total accesses

h = hit rate

na,m = na * (1-h)

Load(h) = na * h* th + na* (1-h) * tm  = na * tm - na* h * (tm - th) 

Figure 9: First Order Load Model

range of hit-rate values is called the working range.
In Figure 11 we zoom in on the hit-rate model. First of all we should realize

that we have used assumed values for th, tm and na. These assumptions were
based on experience, since we know as experienced designers that transactions cost
approximately 1 ms, and that the cache roughly improves the request with a factor
100. However, the credibility of the model increases significantly by measuring
these quantities. Common design practice is to design a system well within the
working range, for example with a hit-rate of 95% or higher. If the system operates
at these high hit-rates, then we can use the zero-order formula for the system load
again. Using the same numbers for performance we should then use ta ≈ 0.95 ∗
th + 0.05 ∗ tm ≈ 0.12ms. Another assumption we have made is that the hit-rate
is constant and independent of the circumstances. In practice this is not true. We
will, for instance, have varying request rates, perhaps with some high peak values.
If the peak values coincide with lower hit rates, then we might expect some nasty
performance problems. The hit-rate might also be impacted by future life cycle
changes. For example new and different browser functionality might decrease the
hit-rate dramatically.

Another system property that was characterized as relevant was the response
time design. Response time depends on the degree of concurrency, the synchro-
nization design and the time required for individual operations. Figure 12 shows
a timing model for the response time, visualizing the above mentioned aspects for
the retrieval of a picture in case of a cache miss.

Yet another system design property is the use of resources, such as memory.
Figure 13 shows the flow of pictures throughout the system, as a first step to address
the question how much memory is needed for picture transfers.
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quantified mid office server example
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Load(h) = 1000 * 2[ms] - 1000* h * 1.98[ms]

Load(h) = 2000 - 1980* h [ms]

2

1

10.5

hit rate

lo
a

d
 i
n

s
e

c
o

n
d

s

utilizable capacity
working range

Figure 10: Quantification: From Formulas to Insight

In Figure 14 we zoom in on the web server to have a look at the memory used
for picture transfers. This figure shows a number of alternative design options,
ranging from a minimal set of copies in the memory to the more realistic situation
where every thread contains multiple copies of every picture, while at the same
time multiple threads serve concurrent customers.

These alternative design options are transformed in a simple mathematical
model in Figure 15. This formula is parametrized for the different specification
and design parameters:

n = number of data base access threads a design parameter dimensioning the amount
of concurrency towards the data base layer.

m = number of picture cache threads a design parameter dimensioning the amount
of concurrency of the picture cache itself.

k = number of web server threads a design parameter dimensioning the amount
of concurrency of client access to the web server.

s = picture size in bytes an application and design dependent parameter, the average
size in bytes of the pictures.

c = in memory cache capacity in number of pictures a design parameter deter-
mining the size of a picture cache in number of pictures per picture cache
thread.

This formula is instantiated in a quantified table in Figure 16, for different
values of the design parameters. Note that depending on the chosen design param-
eters the picture cache maps on completely different storage technologies, with the
related different performance characteristics.
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quantified mid office server example
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Figure 11: Hit Rate Considerations
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Figure 12: Response Time
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Figure 14: Process view of picture flow in web server
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picture memory = 

3 * n * s +

5 * m * s + c * s +

3 * k * s 

where

n = # data base access threads

m = # picture cache threads

k = # web server threads

s = picture size in bytes

c = in memory cache capacity in # pictures

Figure 15: Formula memory Use Web Server
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4 Discussion

In the previous section we have modeled a few parts of the system. Figure 17 shows
that we have covered so far a small part of the system space We can describe the
system space by several dimensions: functions, data and aspects. Our coverage
so far has been limited to the browse and exhibit products function, looking at the
pictures as data, looking at the aspects of server memory use, response time and
server load.

function browse/exhibit products sales, order intake, payments

track, order handling

stock handling

financial bookkeeping

customer relation management

update catalogue

advertize

after sales support

data picture structured (product attributes, logistics, ...)

program code

aspect server memory use

response time

server load

network use

reliability

any resource, any NFR

aspect

result
=

d = all data f = all functions
aspect(d, f)

ignoring other dimensions such as applications, users, circumstances

Figure 17: Only a small part of the system has been modeled so far

This figure shows many more functions, types of data and aspects present in
systems. To answer one of the NFR like questions we have to combine the aspect
results of functions and all data types. In practice the context also impacts the
NFR’s, we have still ignored applications, users, and circumstances.

static

mostly assumptions and coarse estimates

some insight in:

what are key design issues

what are relevant use case areas

Figure 18: The modeling so far has resulted in understand some of the systems
aspects

Figure 18 adds to this by reminding us that we so far have only made static
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models, mostly based on assumptions and coarse estimates. Nevertheless we have
obtained some insight in key design issues and relevant use cases.
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Figure 19: Refinement of the system models takes place after context modeling

We are far from finished with system modeling. However, with the results
obtained so far it is important to take the next step of the broader iteration: modeling
of the contexts, see Figure 19. Many of the models we have made of the system
trigger questions about the system use and the life cycle. What is the expected
amount of browsing, by how many customers, for what size of catalogue? What is
the preferred picture quality? How relevant is the maintenance effort related to the
product catalogue? et cetera.

5 Summary

Conclusions

Non Functional Requirements are the starting point for system modeling

Focus on highest ranking relations between NFR's and critical technologies

Make simple mathematical models

Evaluate quantified instantiations

Techniques, Models, Heuristics of this module

Non functional requirements

System properties

Critical technologies

Graph of relations

Figure 20: Summary of system modeling
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Figure 20 shows a summary of this paper. We have shown that Non Functional
Requirements are the starting point for system modeling. Our approach focuses on
the highest ranking relations between NFR’s and critical technologies. For these
relations we make simple mathematical models that are evaluated by quantified
instantiations of these models.
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